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Next ? 
Benchmark, Add gateway to BestGrid 

Make available to users with Academic and Research requirements 
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Applications 
   

336  64-bit blades, (311 currently installed): 
3.4GHz Xeon (two per blade) with hyperthreading 
8GB RAM;  36GB HDD  
 
44 x 32 bit blades (28 currently installed), with 
2.8GHz Xeon (two per blade) CPU  
6GB RAM;  36GB HDD 
 
IBM Blade Management Modules;  Nortel and IBM Switch Modules; 
Juniper EX series switches  2x 48 port  virtual chassis Cluster 
Juniper EX series switches 2 x 24 port 10 Gigabit fibre trunk 

Rocks Cluster Management 
   Centos operating system; 
   MYSQL node database:  
   DHCP for cluster nodes; 
   Sun Grid Engine (SGE) workload manager;  
   Ganglia monitoring, QMON graphic interface; 
  Area 51,(Tripwire and chkrootkit) software and data security; 
  HPC (OpenMPI, MPICH2, PVM) enable parallel processing across cluster 
  Compilers C, C++ and Fortran 
  

 

Rocks Rolls installed 
   Blender,  R,  Zen,  MatLab 
 

https://webmail.whitireia.ac.nz/owa/redir.aspx?C=ca000bcd266249e59e508f8df461757b&URL=http://www.whitireia.ac.nz/

